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Task: Segmentation of white matter hyperintensities on the RUNDMC [2] dataset 
● Source domain: T1:1.0×1.0×1.0 mm, FLAIR: 1×1.2×6 mm
● Target domain:  T1: 1.0×1.0×1.0 mm, FLAIR: 1×1.2×3 mm

 Number of patients for the domain adaptation experiments:
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Motivations
● Variations in MRI acquisition protocols result in different appearances of normal 

and diseased tissue in the images.  
● Convolutional neural networks (CNNs) are typically sensitive to the variations in 

imaging protocols. Therefore networks trained on data acquired with one MRI 
protocol do not perform satisfactorily on data acquired with different protocols. 

● This limits  the use of models trained with large annotated legacy datasets on a 
new dataset with a different domain which is a recurring situation in clinical 
settings. 

● In this study, we aim to answer the following central questions regarding domain 
adaptation: Given a fitted legacy model, 
a. How much data from the new domain is required for a decent adaptation of the 

original network?
b. What portion of the pre-trained model parameters should be retrained given a 

certain number of the new domain training samples?

Contributions
● We trained a CNN on legacy MR images of brain and evaluated the performance 

of the domain-adapted network on the same task with images from a different 
domain. 

● We then compared the performance of the model to the surrogate scenarios 
where either the same trained network is used or a new network is trained from 
scratch on the new dataset. The domain-adapted network tuned only by two 
training examples achieved a Dice score of 0.63, substantially outperforming a 
similar network trained on the same set of examples from scratch. 

● A domain D can be expressed by a feature space χ and a marginal probability  
distribution P(X),  where X={x1,...,xn} ∈ 𝓧 [1].

● A supervised learning task on a specific domain D={𝓧 , P(X)}, consists of a pair of  
a label space Y and an objective predictive function ƒ(●) (denoted  by T={Y, ƒ(●)}).  

● The objective function ƒ(●) can be learned from the training data, which consists of  
pairs {xi,yi}, where xi ∈ X and yi ∈ Y.

● After the training process, the learned model denoted by ͠ƒ(●) is used to predict the 
label for a new instance x.

● Given a source domain DS with a learning task TS and a target domain DT with 
learning task TT, transfer learning is defined as the process of improving the 
learning of the target predictive function fT(●) in DT using the information in DS and 
TS, where DS ≠ DT, or TS ≠ TT. 

● We denote  ͠ƒST (●) as the predictive model initially trained on the source domain 
DS, and domain-adapted to the target domain DT.

● ƒS (●) on 200 DS cases: 0.76 Dice
● ƒS (●) on DT: 0.005 Dice
● The domain-adapted network tuned only by two training examples achieved a 

Dice score of 0.63 substantially outperforming a similar network trained on the 
same set of examples from scratch. 
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(a) The  comparison  of  Dice  scores  on  the  target  domain  with  and  without 
transfer learning. A logarithmic scale is used on the x axis.
(b) Given a deep CNN with d = 15 layers, transfer learning was performed by freezing 
the initial layers and fine-tuning the last d − i layers. 

Examples of the brain WMH MRI segmentations. (a) Axial T1-weighted image. (b) 
FLAIR image. (c-f) FLAIR images with WMH segmented labels: (c) Reference (green) 
WMH. (d) WMH (red) from a domain adapted model ͠ƒST(●)  fine-tuned on five target 
training samples. (e) WMH (yellow) from model trained from scratch  ͠ƒT(●)  on 100 
target training samples. (f) WMH (orange) from model trained from scratch ͠ƒT(●) on 5 
target training samples.

Discussion and Conclusions
● Using a small set of labeled images is sufficient for a decent performance on the 

target domain
● Fine-tune only the last few layers, when only a small set of labeled data is available
● Once a larger set of labeled data is available on the target domain, one can safely 

tine-tune more shallower layer.
● Fine-tuning the shallowest representations is rarely useful given their 

domain-independent characteristics.

Training Procedure
Adam update rule, mini-batch size: 128, binary cross entropy loss, He initialization 
method, batch normalization, L2 regularization with decay factor: 0.0001, decaying 
learning rate, early stopping criterion, patch-based training, fully convolutional 
segmentation.

Experiments:
1. Source model (fS(.)) directly on the target domain DT
2. Target model (fT(.)) on the target domain DT
3. Fine-tuned source model (fST(.)) on target domain DT

● Different number of layers fine-tuned
● Different number of labeled samples on the target domains

A visualization of the effectiveness of transfer learning for domain adaptation. Solid 
shapes represent labeled samples. The trained models on a source domain might 
not be as effective on a target domain with a slightly different data distribution. A 
small number of labeled samples can be used to fine-tune the model.


